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FRVT 1:N 2018: 
The largest public independent face

recognition test ever conducted
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Revision follows 2019-01
• Add result for Phase 3 

algorithms 2018-10-30

• Compare enrollments styles
• Consolidated
• Unconsolidated

• Add ageing
• Add selectivity metric
• Delete extraneous images

• Larger database
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Participation in Phase 1+2 (June 2018)

45 Developers of 127 Algorithms from 13 countries

» 3divi (RU)
» Alchera (KR)
» Aware (US)+
» Ayonix (JP)
» Camvi (US)
» Cogent Gemalto 

(FR)+
» Cognitec (DE)
» Dermalog (DE)+
» Ever AI (US)
» Eyedea (CZ)
» Glory (JP)
» Gorilla (CN)
» HB Innovation (KR)
» HIK Vision (CN)

» Idemia (FR)+
» Imagus (AU)
» Incode (US)
» Innovatrics (SL)+
» Innovation Sys.  (RU)
» Megvii / Face++ (CN)
» Microfocus (US)
» Microsoft (US)+
» NEC (JP)+
» Neurotechnology (LI)+
» NTechLab (RU)
» Rank One (US)
» Real Networks (US)

» Shaman (US)
» SIAT CASIA (CN)
» Smilart (RU)
» Synesis (RU)
» Tevian (RU)
» Tiger IT (BG)+
» Tong Yi Trans (CN)
» Vigilant Solutions (US)
» Visidon (FI)
» Visionlabs (RU)
» Vocord (RU)
» Yisheng (CN)
» Yitu (CN)

Not participating:

≪ Amazon

≪ Google

≪ Facebook

≪ IBM

+ = Multimodal ≪ Element AI

≪ ... many others
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FRVT 2018 Mugshots / Booking / Charge Photos

FRVT - FACE RECOGNITION VENDOR TEST - IDENTIFICATION 6

2.1.1 The 2014 LEO partition

From the parent dataset we re-constituted the dataset employed in the NIST INTERAGENCY REPORT 8009 from 2014. That
dataset is comprised of 86% mugshots and 14% webcams. We use it here to exactly repeat the 2014 evaluation. It is
refered to here as LEO and FRVT2014.

Example images are shown in Figures 1 and 2.

Figure 1: Examples of the mugshot images that comprise the FRVT-2014 (LEO) and FRVT-2018 database.

Figure 2: Examples of the webcam images used as probes against the FRVT-2018 mugshot gallery.

. Mugshots: Comprising about 86% of the LEO database, are mugshots having reasonable compliance with the
ANSI/NIST ITL1-2011 Type 10 standard’s subject acquisition profiles levels 10-20 for frontal images [5]. The major
departure from the standard’s requirements is the presence of mild pose variations around frontal - the images of
Figure 1 are typical. The images vary in size, with many being 480x600 pixels with JPEG compression applied to
produce filesizes of between 18 and 36KB with many images outside this range, implying that about 0.5 bits are
being encoded per pixel.

. Webcam images: The remaining 14% of the images were collected using an inexpensive webcam attached to a
flexible operator-directed mount. These images are all of size 240x240 pixels, that are in considerable violation of
most quality-related clauses of all face recognition standards. As evident in the figure, the most common defects

2018/05/22 19:25:11 FNIR(T) “False negative identification rate”
FPIR(T) “False positive identification rate”

Images excluded:

1. Webcams (240x240, two shown)

2. Profile views, and others where intent 

was something other than frontal

3. Tattoos and other non-face images X XX
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Operational Webcam images (these from MEDS DB)
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Developers 
of Most 
Accurate 
Algorithms: 

Image 
Quality 
Matters

Threshold set for 
FPIR = 0.01

N = 1.6 million people
1.6 million images

Yitu 0.011

Microsoft 0.013

SIAT 0.009

Visionlabs 0.022

Ever AI 0.023

NTechLab 0.024

Idemia 0.024

Neurotechnology 0.030

I-Systems 0.035

Cogent 0.032

NEC 0.049

Cognitec 0.055

HIK Vision 0.056

Megvii / Face++ 0.058

RankOne 0.073

Threshold set for 
FPIR = 0.01

N = 1.6 million people
1.6 million images

Yitu 0.028

Microsoft 0.053

SIAT 0.46 (!!)

NTechLab 0.065

Megvii / Face++ 0.067

Neurotechnology 0.073

Ever AI 0.074

Idemia 0.079

I-Systems 0.080

Visionlabs 0.087

NEC 0.093

Cogent 0.100

HIK Vision 0.101

Cognitec 0.135

RankOne 0.187

Mugshot-to-mugshot Webcam-to-mugshot

FNIR x 2.6
FNIR x 4.1
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Explaining residual errors from Microsoft and Yitu

Of the 600 mates not returned on 
candidate lists of length 50

» ~30% Body tattoo containing a face
» ~15% Different person (truth 

labelling error)

» Profile views
• 40% for Yitu

• 30% for Microsoft

» Poor quality (scanned, dim, low 
contrast)
• 15% for Yitu
• 25% for Microsoft

High-scoring non-mates
Images above T for FPIT(T) = 0.001

» ~20% Confident different person 
(doppelganger)

» Same person different ID
• ~44% Confident
• ~33% Not confident, twin?

• ~2% Confident, same photo session

» ~1% Scanned image, low quality

Estimates from 600 false negatives, produced 
in M = 154549 searches with FNIR(N, R, T) = 
0.004
• N = 12,000,000
• R = 50
• T = 0 

Estimates from 660 images involved in 330 false 
positives, produced in M = 331254 searches with 
FPIR(N, T) = 0.001
• N = 12,000,000
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New FRVT Result 2018-11-26: Profile searches

N = 1.6M Rank 1 Hit 
Rate

Rank 50 Hit 
Rate

ALG-A 91% 94%

ALG-B 73% 85%

ALG-C 17% 21%

ALG-D 87% 93%
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Face quality drivers

Background
» Increased reliance on face recognition
» Increased use globally, with interchange
» Unlike fingerprint, iris, most face cameras are 

“dumb”, unware of the face itself
» Many photos deviate from ISO/ICAO

• Subject appearance
• Poor imaging

» Better recognition algorithms
• But fail with pose, resolution, demographics 

» Human “forensic” adjudication errors
» New opportunities for image manipulation

Short terms solutions

» Better face recognition algorithms
» Quality assessment

• At capture time
• Over an enterprise
• Imaging systems

Longer term solutions
• Face-aware capture devices
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The March of Time: Ageing

c. National Geographic, photographic portrait by 
journalist Steve McCurry, 1984 

https://en.wikipedia.org/wiki/Steve_McCurry
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Ageing
2002-08 2004-10 2010-05 2012 2013-08 2018-06

https://www.bellingcat.com/news/uk-and-europe/2018/09/26/skripal-suspect-boshirov-identified-gru-colonel-anatoliy-chepiga/
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Mate score distributions under ageing
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Ageing: 
Further 
Algorithms



16

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ●●● ● ● ● ● ●

●●●●● ●●● ● ● ● ● ●

rankone_0

neurotechnology_3

cognitec_0

rankone_2

idemia_0

nec_1

megvii_0

cognitec_1

ntechlab_0

nec_0

isystems_2

ntechlab_3

neurotechnology_4

visionlabs_4

cogent_0

cogent_1

yitu_0

ntechlab_4

visionlabs_5

idemia_3

microsoft_0

idemia_4

microsoft_3

microsoft_4

yitu_3

yitu_2

−0.2 0.0 0.2 0.4
False negative identification rate (FNIR)

Al
go

rit
hm

as.factor(degrader)
●

●

●

●

●

●

●

●

●

●

●

●

●

N=00640000
N=01600000
N=03000000
N=06000000
N=12000000
Years Lapsed (00,02]
Years Lapsed (02,04]
Years Lapsed (04,06]
Years Lapsed (06,08]
Years Lapsed (08,10]
Years Lapsed (10,12]
Years Lapsed (12,14]
Years Lapsed (14,18]

Performance in 
perspective: What 
matters more?
1. Algorithm
2. Population size
3. Ageing

●●●●● ● ● ● ● ● ● ● ●

●●●●● ●●●●● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ●● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ●●●● ● ● ● ●

colorado_2

kiang_0

nara_0

volga_4

sonora_1

saone_3

columbia_4

yangtze_2

−0.1 0.0 0.1 0.2 0.3 0.4
False negative identification rate (FNIR)

Al
go

rit
hm

as.factor(degrader)
●

●

●

●

●

●

●

●

●

●

●

●

●

N=00640000
N=01600000
N=03000000
N=06000000
N=12000000
Years Lapsed (00,02]
Years Lapsed (02,04]
Years Lapsed (04,06]
Years Lapsed (06,08]
Years Lapsed (08,10]
Years Lapsed (10,12]
Years Lapsed (12,14]
Years Lapsed (14,18]

●●●●● ● ● ● ● ● ● ● ●

●●●●● ●●●●● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ●● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ● ● ● ● ● ● ● ●

●●●●● ●●●● ● ● ● ●

colorado_2

kiang_0

nara_0

volga_4

sonora_1

saone_3

columbia_4

yangtze_2

−0.1 0.0 0.1 0.2 0.3 0.4
False negative identification rate (FNIR)

A
lg

or
ith

m

as.factor(degrader)
●

●

●

●

●

●

●

●

●

●

●

●

●

N=00640000
N=01600000
N=03000000
N=06000000
N=12000000
Years Lapsed (00,02]
Years Lapsed (02,04]
Years Lapsed (04,06]
Years Lapsed (06,08]
Years Lapsed (08,10]
Years Lapsed (10,12]
Years Lapsed (12,14]
Years Lapsed (14,18]

N

ΔT

N ~ 3 million

20% 0% 40%



17

Children: Age and Ageing
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Figure 3: The FMR and FNMR data for every age in childhood (0–17 years) and age variations ranging from 0–10 years based 
on a threshold set at a FMR of 0.001 with images of adults. The FMR and FNMR heat map data matrices are coloured 
independently based on the values in each of the two matrices.
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0 0.1164 0.0266 0.0111 0.0048 0.0028 0.0019 0.0009 0.0004 0.0002 0.0002 0.0001 

1 0.0867 0.0465 0.0218 0.0158 0.0088 0.0052 0.0026 0.0015 0.0009 0.0004 0.0003 

2 0.0508 0.0305 0.0264 0.0200 0.0104 0.0062 0.0034 0.0020 0.0011 0.0006 0.0003 

3 0.0325 0.0329 0.0277 0.0174 0.0094 0.0060 0.0035 0.0023 0.0013 0.0005 0.0002 

4 0.0303 0.0279 0.0199 0.0138 0.0081 0.0055 0.0034 0.0019 0.0008 0.0003 0.0001 

5 0.0221 0.0225 0.0149 0.0108 0.0070 0.0049 0.0027 0.0013 0.0005 0.0002 0.0001 

6 0.0235 0.0155 0.0115 0.0079 0.0056 0.0036 0.0019 0.0007 0.0003 0.0001 0.0001 

7 0.0156 0.0138 0.0092 0.0070 0.0041 0.0025 0.0011 0.0006 0.0003 0.0001 0.0001 
8 0.0142 0.0104 0.0066 0.0051 0.0026 0.0015 0.0006 0.0003 0.0001 0.0002 0.0001 

9 0.0100 0.0078 0.0038 0.0036 0.0013 0.0008 0.0004 0.0002 0.0001 0.0001 0.0001 

10 0.0063 0.0051 0.0025 0.0015 0.0008 0.0005 0.0003 0.0001 0.0001 0.0001 0.0001 

11 0.0040 0.0032 0.0023 0.0011 0.0006 0.0004 0.0002 0.0002 0.0001 0.0001 0.0001 

12 0.0039 0.0019 0.0014 0.0006 0.0005 0.0003 0.0002 0.0002 0.0001 0.0001 0.0001 

13 0.0015 0.0011 0.0008 0.0008 0.0004 0.0003 0.0002 0.0002 0.0001 0.0001 0.0001 

14 0.0011 0.0014 0.0007 0.0005 0.0004 0.0003 0.0002 0.0002 0.0002 0.0001 0.0001 

15 0.0009 0.0010 0.0005 0.0004 0.0003 0.0003 0.0002 0.0002 0.0002 0.0001 0.0001 

16 0.0007 0.0006 0.0005 0.0004 0.0003 0.0003 0.0002 0.0002 0.0001 0.0001 0.0001 

17 0.0004 0.0004 0.0005 0.0004 0.0003 0.0002 0.0002 0.0002 0.0001 0.0001 0.0002 
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0 0.344 0.477 0.568 0.652 0.704 0.731 0.783 0.837 0.897 0.933 0.951 

1 0.052 0.119 0.166 0.248 0.287 0.335 0.418 0.497 0.590 0.698 0.768 

2 0.034 0.041 0.100 0.134 0.183 0.205 0.266 0.324 0.417 0.553 0.662 

3 0.050 0.053 0.073 0.106 0.124 0.155 0.200 0.266 0.361 0.505 0.615 

4 0.028 0.051 0.065 0.082 0.096 0.118 0.168 0.237 0.360 0.505 0.599 

5 0.033 0.048 0.049 0.069 0.076 0.101 0.149 0.224 0.361 0.476 0.561 

6 0.029 0.031 0.033 0.048 0.069 0.092 0.151 0.232 0.360 0.453 0.525 

7 0.032 0.023 0.020 0.046 0.065 0.093 0.160 0.249 0.337 0.412 0.456 
8 0.024 0.013 0.033 0.046 0.070 0.105 0.174 0.242 0.312 0.369 0.422 

9 0.008 0.011 0.038 0.054 0.084 0.118 0.172 0.227 0.273 0.328 0.370 

10 0.015 0.012 0.028 0.052 0.089 0.119 0.166 0.199 0.240 0.284 0.325 

11 0.005 0.014 0.024 0.076 0.091 0.116 0.143 0.187 0.219 0.260 0.286 

12 0.025 0.020 0.037 0.056 0.076 0.093 0.121 0.151 0.187 0.217 0.254 

13 0.008 0.021 0.038 0.051 0.061 0.070 0.098 0.116 0.141 0.167 0.202 

14 0.011 0.012 0.020 0.036 0.043 0.055 0.070 0.085 0.106 0.126 0.152 

15 0.005 0.011 0.013 0.026 0.034 0.043 0.056 0.069 0.083 0.101 0.129 

16 0.008 0.010 0.018 0.024 0.027 0.034 0.043 0.053 0.068 0.089 0.095 

17 0.009 0.006 0.011 0.018 0.023 0.028 0.037 0.043 0.057 0.069 0.088 
 Worst Performance Midpoint Best Performance 

 
D. Michalski, S.Y. Yiu, C. Malec, The Impact of Age and Threshold Variation on Facial Recognition Algorithm 
Performance using Images of Children,  ICB 2018, Surfers Paradise.

AGE

TIME-LAPSE
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Face Image Quality

18
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Operational backdrop

• Operators seek to collect face reference photos 
that will support high accuracy face recognition. 
Stored
• in databases
• on ID credentials

• Operators often require the reference image be a 
frontal portrait, conforming to requirements of an 
ISO standard, ISO/IEC 19794-5.
• US and UK passports
• DC driving licenses.

• Quality assessment is often manual 
(photographer, consular officer), more rarely 
automatic (with commercial software)

ISO/IEC 19794-5 Token Face Geometry, 
photometry, behavior are all regulated

Image dimensions, eye and head 
position are all parametric on W

Alternative standard views possible, in 
principle, but that ship sailed c. 2004.
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Standards – And deviations from…

Expression Gaze Too close Pose AngleISO Standard

NON-CONFORMANT EXAMPLES

2
0

• ISO’s idea of “poor” images is better than any image contemplated in Janus.
• ISO aspires to collect reference samples that are pristine, for storage in authoritative databases.

...
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Janus: Good, bad, wild, ugly, and lots beyond
21

X http://io9.com/hidden-faces-can-be-found-by-zooming-into-hi-res-photos-1491607189

+ http://www.chicagonow.com/cta-tattler/2013/07/chicago-cops-use-face-recognition-software-to-nab-cta-mugger

Declining Quality  �Declining Accuracy

ISO* WEBCAM
WILD, PUBLIC SPACE

MUGSHOT+ REFLECTEDX

* http://webstore.ansi.org

PRO-CAMu LEGACY-CAM+

u http://vis-www.cs.umass.edu/lfw/
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Part 2:
Face Image Quality Vectors
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Face Image Quality Assessment:  Standard #2

Component Image 
Quality Analysis

Subject Behavior

Expression

Yaw

Pitch

Eyes-open

Glasses

Motion

Camera + 
Environment

Illumination

Uniformity

Resolution

etc etc

70

85

80

60

98

97

34

68

70

Vector Quality: Quantitative checks 
of subject and image properties
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Next steps

» Revise ISO/IEC 29794-5
• Last update was 2010
• Convert from technical report to standard
• Add content
• Align with new criteria in imminent ICAO Portrait Quality standard

» Timeline:
• Initiate revision 2019-01
• Push content: 2019-06
• Substantially complete: 2020 late
• Publication: 2021
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Part 2:
Face Image Quality Vectors
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Operational need:
26

Scalar Quality: Single value
Represents utility of image 
to a recognition engine

Q = 95 Q = 85 Q = 62 Q = 42

Good Bad

• Populate authoritative face repositories with photographs that 
will support high accuracy face recognition.

• The reference photo is widely specified as a frontal portrait, 
conforming to requirements of an ISO standard, ISO/IEC 19794-
5.

In fingerprint operations, quality values are used extensively.  Sometimes 
attending operators are paid by based on quality statistics.
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Image quality values use-case 1 of 3: Capture Review

Q = 95

Q = 62

Quality 
Algorithm

Reject + Recapture

Accept and 
send to 
backend
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Image quality values use-case 2 of 3: Best sample selection

Quality 
Algorithm

Quality 
Algorithm

Quality 
Algorithm

Quality 
Algorithm

Quality 
Algorithm

Q = 62

Q = 40

Q = 88

Q = 78

Q = 63

M
A
X

SEND TO
RECEIVING 

SYSTEM
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Image quality values use-case 3 of 3: Survey

Identify 
Variation 
Across:
• Locations
• Populations
• Sites
• Camera types

And with time
• Trends
• Seasonal
• Diurnal
• ...

Collection at Airport A
or

During Time Period A

Collection at Airport B
or

During Time Period B

Aggregate Q = 84 Aggregate Q = 53>
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Image Quality Vectors: Use case 2 of 2: Fault Detection
30

Identify prevalence 
of image problems 
across:
• Locations
• Populations
• Sites
• Camera types

And with time
• Trends
• Seasonal
• Diurnal
• ...

Example 2: Specific 
feedback to site
• Overexposure

Example 1: 
Specific feedback 
to site
• Glasses
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How can quality predict recognition success?

» A quality algorithm F operating on an image X1 produces value

• Q = F(X1) [1]

» Face recognition algorithms compare samples to yield (genuine) scores

• S = V(X1, X2) [2]

» Quality algorithms shall predict S from X1 alone.

» Operating under the assumption that X2 would be a canonical portrait image i.e. a 

pristine image of the same subject

• Q ~ V(X1, XPORTRAIT) [3]

• Respects the ISO/ICAO specification as the gold standard for AFR.

• The light grey text indicates that quality assessment must be done “blind”,  targeting a hidden or virtual 

portrait image

• cf. blind PSNR in image or video fidelity
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Problem? Scores depend on two images: 

Individual / joint influence of degrading factors

Covariates where difference 
matters

» Facial expression

» Non-frontal pose (sometimes)

» Beards on/off; Cosmetics on/off

» Eye-glasses (rims)

Covariates where the worse of two 
values matters

» Compression

» Blur

» Saturation

» Contrast, number of grey levels, 

entropy

» Occlusion (e.g. sunglasses)

Broadly: Subject behaviors 

influential on facial properties

Broadly: Image properties, 

photometric properties

FRR  ~  F( Q(X) - Q(Y) ) FRR  ~  F( min(Q(X), Q(Y)  )
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Performance of an image quality algorithm

» What: NIST planning an open competition
• Expose poor algorithms i.e. those that produce 

random numbers
• Find best algorithms i.e. predictors of recognition 

accuracy
• Calibrate algorithms

• Make Q scores meaningfully interpretable.
• Support threshold decisions

» How:
• Run quality algorithms on LARGE sets of USG data
• Run recognition algorithms too
• Require quality algorithms to target recognition 

outcomes i.e. prediction

» When:
• Summer 2018

» Pre-requisites
• Review and consensus of quality 

value standard
• Representative large image 

datasets delivered to NIST

3
3

Now active:  https://www.nist.gov/programs-projects/face-recognition-quality-assessment

Target 
quality 

for 
image

Image quality measured from image

Calibration function

Observed data
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Subject- vs. Imaging-specific problems
34

Quality factors determined by design of system including optical or 
environmental design. 

These are typically systematic and persistent. They can be remedied if a 
persistent drop in quality attribute is detected and the system is modified.

Quality 
factors 

determined 
by subject 
behavior. 

These can 
typically be 

remedied via 
detection, 
feedback 

and 
recapture.

Nominal 
severity of 

problem

Nominal 
severity of 

problem

Perspective 
distortion

Motion 
blur

Facial 
expression

Non-
frontal 

pose, pitch 
and yaw

Eyes closed

Thick-
rimmed 

eye glasses

Occlusion
Sun glasses

Crop, out-
of-view

High camera, 
pitch down view

Too little 
illumination

Too much 
illumination

Blur from 
mis-focus

Lens 
distortion

Too much 
compression

Low 
resolution
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Part 3: Next Generation
Capture Device Standard
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Next generation capture drivers + capabilities

Background
» Increased reliance on face recognition
» Increased use globally
» Unlike fingerprint, iris, most face cameras are 

“dumb”, unaware of the face itself
» Many photos deviate from ISO/ICAO

• Subject appearance
• Poor imaging

» Better recognition algorithms
• But fail with pose, resolution, demographics 

» Human “forensic” adjudication errors
» New opportunities for image manipulation

Capabilities
» Build auto-capture loop into camera

• Face detector
• Pose estimator
• Correct exposure
• Frontal views

» Collect high resolution for
• Forensics adjudication
• Morph Attack Detection
• Presentation Attack Detection

» Collect non-frontal in some applications
» Prepare lower resolution for auto FR

• 640 x 480 remains gold standard
» 3D, for accuracy, attack detection
» New compression
» Digital signatures to protect integrity
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Face Recognition Activities at NIST

FRQA Face image quality 
assessment: Scalar Q.

2018-Q4

FRVT Report on 
Demographic Effects

FRVT 1:N 2018
Phase 2 Report

Morphed images:  Automated 
detection and Matching accuracy

IFPC 2018  Nov 27-
29 Conference at 
NIST

2019-Q1 2019-Q2 2019-Q3 2019-Q4

FRVT 1:N 2018
Phase 3 Report

FRQA Face image quality 
assessment: vector Q

FRQA Face image quality assessment: 
next generation capture standards

Mugshot Images

Visa + Border Images

... ...

FRVT Ongoing
1:1 and 1:N ...
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Thanks

pgrother@nist.gov
frvt@nist.gov

IARPA / NIST
Face Recognition Prize Challenge


